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The centrality dependence of the midrapidity charged particle multiplicity in Au+Au heavy-ion collisions
at ÎsNN=19.6 and 200 GeV is presented. Within a simple model, the fraction of hard(scaling with number
of binary collisions) to soft (scaling with number of participant pairs) interactions is consistent with a value
of x=0.13±0.01sstatd±0.05ssystd at both energies. The experimental results at both energies, scaled by
inelasticpsp̄d+p collision data, agree within systematic errors. The ratio of the data was found not to depend
on centrality over the studied range and yields a simple linear scale factor ofR200/19.6=2.03±0.02sstatd
±0.05ssystd.

DOI: 10.1103/PhysRevC.70.021902 PACS number(s): 25.75.Nq, 25.75.Dw

We have studied the centrality dependence of the charged
particle multiplicity at midrapidity for Au+Au collisions at
nucleon-nucleon center of mass energiesÎsNN=19.6 and
200 GeV, using the PHOBOS detector at the Relativistic
Heavy Ion Collider(RHIC) in Brookhaven National Labora-
tory. Data at both energies have allowed the extraction of
results with the same detector, which covers a factor of 10 in
collision energy, from slightly above the highest energy of
the CERN SPS fixed target program to the highest RHIC
energy.

Recent results from RHIC have suggested the effect of
“jet quenching” in central Au+Au collisions that acts to re-
duce both the overall yield of highpT particles [1–3] and
back-to-back jet correlations[4]. The presence of these dra-
matic effects for the most central Au+Au collisions at
ÎsNN=130 and 200 GeV, as well as their absence in the cases
of peripheral Au+Au[1–3], centrald+Au [5,6] and inclu-
sive d+Au [7,8] have been generally well reproduced by
calculations that utilize apQCD framework to calculate the
initial high pT production rates, coupled with a large energy
loss in the dense medium[9]. In this picture, the produced
“dense medium” is responsible for the experimental effect,
which presumably occurs only in the large overlap volume of
central Au+Au collisions.

One of the intriguing overall features of the RHIC data,
however, is that models solely based on parton saturation in
the colliding nuclei describe the detailed centrality and rapid-

ity dependence of the measured charged particle multiplici-
ties at 130 and 200 GeV[10,11]. If parton saturation is play-
ing a significant role in these relativistic heavy ion collisions,
it could also reduce the initial production rate of highpT
particles to the extent that a large energy loss in the dense
medium is no longer necessary to describe the data for cen-
tral Au+Au collisions [2,11]. Since the measured total
charged particle multiplicities are completely dominated by
the emission of lowpT sø1.5 GeV/cd particles, one might
speculate that the production dynamics of lowpT particles is
quite different from those at highpT. A study of the detailed
centrality dependence of the bulk charged particle production
over a large energy range may, therefore, provide additional
constraints on models attempting to describe both the low
and highpT behavior of particle production.

The PHOBOS detector configuration was the same for
measurements atÎsNN=19.6 and 200 GeV. Specifically, the
detectors used in this analysis were the centrally located Oc-
tagon barrel, Vertex detector and the multiplane Spectrom-
eter. These detectors are all constructed from silicon wafers,
more details can be found in Refs.[12,13]. The primary trig-
ger for the data reported here is based onn.2 hits in two
segmented, large-area scintillator counter arrays(Paddles)
covering 3.2, uhu,4.5 relative to the nominal vertex posi-
tion. Pseudorapidity is defined ash=−ln tansu /2d whereu is
the polar angle to the beam axis. This trigger was sensitive to
88% of the total inelastic cross section in the 200 GeV data
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[12] and is estimated to be 80% efficient for 19.6 GeV, from
Monte Carlo (MC) studies using Hijing[14] and a full
GEANT [15] simulation of the PHOBOS detector.

The centrality determination for the PHOBOS Au+Au
results atÎsNN=130 and 200 GeV[10,16] uses the energy
signals from the Paddle counters, which lie away from
midrapidity, as illustrated by region(b) in Fig. 1. These sig-
nals, through bins in the percentage of total cross section,
provide a measure of centrality. A similar centrality measure
can be created at 19.6 GeV by scaling the Paddle pseudora-
pidity range by the ratio of beam rapidities at 200 and
19.6 GeV,y19.6

Beam/y200
Beam=0.563, as shown in region(d) of Fig.

1. The resultingh region, 1.8, uhu,2.5, lies within the Oc-
tagon detector coverage ofuhuø3.2 for collisions within
±10 cm of the nominal vertex position. Thus, a centrality
measure based on the deposited energy in this specific region
(d) of the Octagon was calculated for 19.6 GeV and used in
determining centrality for direct comparison to the original
Paddle based centrality determination at 200 GeV.

A second, independent, centrality measure was also devel-
oped for both data sets. This was based on the energy of
charged particles traversing the Octagon withinuhu,3.0 at
200 GeV, region(a) of Fig. 1, and a “reduced” region of
uhu,1.8 at 19.6 GeV, region(c).

The vertex position of each event is required for the merg-
ing and angle correction of valid hits in the Octagon. The
primary collision vertex used was determined by straight-line
tracks in the first six planes of the Spectrometer. The same
vertexing algorithm was used at both energies. From MC
studies of the detector, this vertex has a resolutionsx,y,z
<0.3,0.3,0.4 mm for central andsx,y,z<0.6,0.5,0.8 mm
for mid-peripheral collisions at 19.6 GeV, wherez is along
the beam andy is vertical. For more peripheral collisions, the
efficiency falls away smoothly from 100% with decreasing
centrality. Additional cross-checks performed with different
vertexing methods yielded consistent results.

Due to the requirement of a valid vertex, the resulting
data set is not only biased by the intrinsic trigger efficiency,
but also by our(track-based) vertex reconstruction efficiency.
The vertex biased detection efficiency at 200 GeV is de-
duced from prior measurement[12]. At 19.6 GeV, the effi-

ciency is determined from a ratio of yields(Data/MC) after
shape matching of multiplicity distributions between data
and MC simulations in the centrality regions(c) or (d) from
Fig. 1. The matching algorithm only utilizes data where
100% efficiency in both triggering and vertexing is expected.
The overall efficiency, including the trigger and vertexing
bias, is estimated to be 66.0±2.0% and 55.4±2.0% for the
200 and 19.6 GeV data, respectively.

The final step in the centrality determination is to connect
the experimentally deduced cross section percentiles with a
well-defined variable, such as the number of participating
nucleons,Npart. In order to do this, a monotonic relation was
assumed to exist between the multiplicity distribution in the
chosenh region andNpart. This assumption has been borne
out by extensive simulations and the experimental(inverse)
correlation between multiplicity and zero degree calorimetry.
Additionally, in order to further reduce ambiguity in this as-
sumption, the measures of centrality outlined above were
chosen specifically to lie in very different regions of pseudo-
rapidity. Away from midrapidity, regions(b) and(d), particle
production in the Hijing model depends linearly onNpart, as
discussed in Ref.[18]. However, the midrapidity charged
particle production, regions(a) and (c), is not linear as pre-
dicted by Hijing. Comparison of the results from these dis-
tinct regions for centrality determination can expose any sys-
tematic effects of non-linearity.

The “tracklet” reconstruction method was used to obtain
the best measure of the charged particle multiplicity at
midrapidity. A tracklet is a two-hit combination from the
inner and outer Vertex detector layers, which points back to
the reconstructed vertex. A tracklet is only formed when the
difference between the hits(residuals) in azimuthal angle and
h are less than 0.3 rad and 0.04, respectively. The difference
in the magnitude of these values originates from the granu-
larity of the detector in the respective measured directions.
The final multiplicity is measured in the regionuhu,1 by
counting all reconstructed tracklets and correcting for detec-
tor acceptance(acc), combinatorial background(comb) and
additional background from secondary particles and weak
decaysss+wd. For a nominal vertex positionsz=0d these
multiplicative factors are approximately 3.57(acc), 0.74
(comb) and 0.97ss+wd. The resulting correction factor, de-
termined using MC simulations as a function of recon-
structed vertex position and number of hits in the vertex
detector, is found to be the same for each energy to within
1%. Results obtained using centrality regions(a) and (c) of
Fig. 1 are given in Table I. We obtain the same result for the
yield per participant pair,dNch/dh / s 1

2kNpartld, from centrality
regions(b) and(d). Systematic errors for the Vertex detector
tracklet results, as in[10], are 7.5%(90% C.L.) at both en-
ergies.

An independent analysis was also carried out at both en-
ergies using tracklets from pairs of hits in adjacent Spec-
trometer planes. This additional analysis yielded results con-
sistent, within 2%, with the presented data.

The data for 19.6 GeV, together with the reanalyzed re-
sults for 200 GeV, are shown in Fig. 2. This new result for
200 GeV has a slightly flatter dependence onkNpartl than
found previously[10], but within the quoted systematic er-

FIG. 1. Pseudorapidity density distributions fromÎsNN=200
(light band) and 19.6(dark band) GeV Au+Au collisions, for the
most central 25% of the cross section[17]. The boxed areas(a)–(d)
illustrate the separate regions in pseudorapidity used for the central-
ity determinations at each energy.
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rors. This flattening of the yield withkNpartl for central col-
lisions arises entirely from the new(vertex restricted) cen-
trality measures and methods detailed above. This result also
agrees within errors with published data from other RHIC
experiments at 200 GeV[19–21], although the trends of the
centrality dependence differ. For 19.6 GeV, we find reason-
able agreement with results from NA49[22] and NA50[23]
for central Pb+Pb collisions at the highest SPS energy
sÎsNN=17.2 GeVd, after correction for the known frame and
energy dependence. Results from EMU-13 at the SPS appear
to be<15% lower[24], and experiment WA98 published a

detailed centrality dependence[25] that is similar to this
measurement, however their overall charged particle multi-
plicity is <20% higher.

The inelastic charged particle multiplicity obtained in
psp̄d+p collisions [26,27] is given in Fig. 2 atNpart=2 for
data measured at 200 GeVsudNch/dhuuhu,1=2.29±0.08d and
interpolated for 19.6 GeVsudNch/dhuuhu,1=1.27±0.13d. The
psp̄d+p data are averaged over the same pseudorapidity,
uhu,1, as the heavy ion measurement. Clearly, the yield of
charged particles per participant pair for the measured Au
+Au collisions is higher than found in correspondingpsp̄d
+p collisions.

The dotted line in Fig. 2 represents a fit to the data using
the simple two-component parameterization proposed in Ref.
[28]:

dNch

dh
= nppSs1 − xd

kNpartl
2

+ xkNcolllD .

The value forNcoll, the number of binary(nucleon-nucleon)
collisions, is determined from a Glauber model calculation
and is found to depend on the number of participants,Npart,
through a simple power law. We find thatNcoll=A3Npart

a ,
with A=0.33 and 0.37 anda=1.37 and 1.32 for 200 and
19.6 GeV, respectively. The difference in theA anda param-
eters at the two energies is due to the measured nucleon-
nucleon cross sections atÎsNN=200 GeV ssNN=42±1 mbd
vs. 19.6 GeVssNN=33±1 mbd. The remaining parameters
arenpp, the yield obtained inpsp̄d+p collisions, andx, which
represents the contribution from “hard” processes taken to
scale withNcoll.

The large systematic errors on the data preclude a simul-
taneous extraction of bothnpp and x solely from the Au
+Au data. If only statistical errors are considered, the ex-

TABLE I. Experimental results for the charged particle pseudorapidity density at midrapidity as a function of percentile cross section.
The most central collisions are labeled as Bin 0–3%. The requirement of 100% efficiency in both triggering and vertexing imposes a lower
limit on the reported results ofkNpartlù65 and 95 for 200 and 19.6 GeV, respectively. All errors represent 90% C.L. systematic limits with
the exception of the Ratio, for which the errors are standard combined statistical and systematic 1-s uncertainties.

Bin(%)

200 GeV 19.6 GeV Ratios

dNch/dh kNpartl dNch/dh / s 1
2kNpartld dNch/dh kNpartl dNch/dh / s 1

2kNpartld R200/19.6

0–3 691±52 361±11 3.82±0.31 331±24 351±11 1.89±0.15 2.03±0.06

3–6 619±46 331±10 3.74±0.30 297±22 322±10 1.84±0.15 2.03±0.06

6–10 540±41 297±9 3.64±0.30 260±20 286±9 1.82±0.15 2.00±0.06

10–15 465±35 255±8 3.65±0.30 216±16 247±8 1.76±0.14 2.08±0.07

15–20 384±29 215±7 3.57±0.29 181±14 206±8 1.75±0.15 2.04±0.08

20–25 313±24 180±7 3.47±0.30 148±11 171±7 1.73±0.15 2.01±0.09

25–30 257±19 150±6 3.42±0.29 121±9 142±7 1.70±0.15 2.01±0.12

30–35 208±16 124±6 3.37±0.30 97±7 117±7 1.65±0.16 2.03±0.13

35–40 165±12 101±6 3.25±0.31 78±6 95±7 1.64±0.17 1.98±0.14

40–45 133±10 82±6 3.25±0.34

45–50 100±8 65±6 3.10±0.38

FIG. 2. The measured midrapiditysuhu,1d pseudorapidity den-
sity per participant pair as a function ofkNpartl for Au+Au colli-
sions at ÎsNN=19.6 GeV (closed squares), 200 GeV (closed
circles). Error ellipses around the data combine the systematic error
on udNch/dhuuhu,1 and kNpartl. The open symbols represent the
psp̄d+p results (see the text). The three curves give two model
calculations and one fit result. As in[10], the systematic errors
represent 90% C.L. limits.
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tracted parameters arenpp<2.7, 1.3 andx<0.09, 0.11 at 200
and 19.6 GeV, respectively.

A value for x can also be obtained by fixingnpp at the
measured and interpolated values of 2.29 and 1.27. Using
statistical errors, we findx=0.145 and 0.120 for 200 and
19.6 GeV, respectively, as depicted by the dotted line in Fig.
2. The systematic error on the fit parameterx was determined
by allowing thepp value and the data points to vary inde-
pendently within their systematic uncertainties. Within the
systematics, we find that the fraction of hard collisions for
both energies is consistent with a single value ofx
=0.13±0.01sstatd±0.05ssystd.

The equivalence of parameterx at both energies, within
the large errors, is surprising as thepQCD cross section for
processes with large momentum transfers is expected to rise
from ÎsNN=19.6 to 200 GeV. This expectation of increas-
ing slope in centrality with collision energy is shown by the
dashed lines in Fig. 2, which represent Hijing predictions
[14]. Although this rapid rise is not conclusively ruled out
within the systematics atÎsNN=200 GeV, it clearly does not
follow the trend found in the data. Calculations from the
parton saturation model[11,29] (solid lines in Fig. 2) predict
a much weaker centrality dependence for both energies, in
better agreement with the experimental data.

In order to gain a different perspective on the data, we
scale the Au+Au charged particle pseudorapidity density at
midrapidity by that obtained in inelasticpsp̄d+p collisions at
the same collision energy, shown in Fig. 3. The similarity
between the two data sets is remarkable. The inset in Fig. 3
shows the data with an expandedy-range and additional
curved lines illustrating the expectation for pure binary col-
lision sNcolld scaling at 200 and 19.6 GeV. The dashed hori-
zontal line represents the expectation for pure participant
sNpartd scaling. In this representation, it becomes clear that

the data at both energies follow a moreNpart-like depen-
dence.

Systematic errors dominate the charged particle density
measurements at 200 and 19.6 GeV. We find, however, that
most of these cancel in the ratio, leaving a baseline 3.0%
overall uncertainty. This occurs as both analyses were per-
formed with exactly the same method, detector and with
carefully matched centrality determinations. The main uncer-
tainty comes from statistics of data and MC simulations
(2.2%) and systematics in the primary charged particle de-
tection efficiency(2.0%). Smaller systematic contributions
arise from background subtraction(0.4%) and uncertainty in
the nucleon-nucleon cross section,sNN (0.4%). We also in-
clude an additional centrality dependent systematic uncer-
tainty that is largest in the more peripheral region and be-
comes negligible for the most central. This term takes into
account the possibility that the estimated overall efficiency
error may not entirely cancel in the ratio.

As a final cross-check, the ratio of data at
200 to 19.6 GeV,R200/19.6 is calculated in two distinct
ways. First, a more model-independent ratio was formed by
dividing the data at each corresponding fraction of total in-
teraction cross section. This is given by the closed squares in
Fig. 4 sAu+Au 1d. Matching the centrality percentile bin at
each energy, however, means there will be a difference in the
deducedkNpartl value at 19.6 and 200 GeV(see Table I). In
this case, the assignedkNpartl for each percentile bin given in
the figure is taken as the average of the two individualkNpartl
values. Second, the ratio was formed using a new set of
centrality cuts for which each centrality bin width was var-
ied, in an iterative fashion, in order to obtain bins at both
19.6 and 200 GeV that yield the same calculated average
Npart. The data at both energies were then completely re-
analyzed using this second set of centrality cuts. This result
is given by the open squares of Fig. 4sAu+Au 2d.

The results from the two types of ratio calculations are
shown in Fig. 4, together with the predictions of two models

FIG. 3. Centrality dependence of the measured Au+Au pseudo-
rapidity density per participant pair divided by the corresponding
value obtained inpsp̄d+p collisions. There is an additional scale
error associated with the error on the value of thepsp̄d+p data
points of 3.5% and 10% for the 200 and 19.6 GeV data, respec-
tively. The inset has the same axes labels as the main figure, with
curved lines representing the binary collisionsNcolld scaling limit
for both energies and the horizontal dashed line corresponding to
pure Npart scaling. As in Fig. 2, error ellipses represent 90% C.L.
limits.

FIG. 4. The ratio,R200/19.6, of the midrapidity pseudorapidity
density per participant pair at 200 and 19.6 GeV versuskNpartl,
binned by fraction of cross section(closed squares) and by match-
ing kNpartl (open squares). The ratio of inelasticpsp̄d+p collision
data is given atNpart=2 (open diamond). Curves give various cal-
culations. The vertical error bars are combined statistical and sys-
tematic 1−s uncertainties.
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and the two-component fit from Fig. 2. We find that both sets
of data (closed and open squares) are in agreement, even
within the significantly reduced systematic errors. Addition-
ally, we find that the slope, and hence the centrality depen-
dence, of both ratios is zero, within error. The most probable
mean value of thesAu+Au 1d ratio data is found to be
R200/19.6=2.03±0.02sstatd±0.05ssystd. We remind the reader
that the ratio of 200 to 130 GeV data was found to be
R200/130=1.14±0.01sstatd±0.05ssystd [10].

With the reduced systematic errors on the ratio now avail-
able, we return to a more detailed comparison of our results
to calculations. As shown in Fig. 4, model calculations pre-
dict quite different centrality dependencies ofR200/19.6 over
the collision energy range of 19.6 to 200 GeV. We find that
the Hijing calculation gives the expected increase from
pQCD minijet production with centrality over this energy
range, but the predicted increase is now in strong contradic-
tion to the data. The flat centrality dependence of the ratio is
relatively well described by the parton saturation model cal-
culation.

In summary, PHOBOS has measured the charged particle

pseudorapidity density at midrapiditysuhu,1d for Au+Au
collisions at energies ofÎsNN=19.6 and 200 GeV. We find an
increase in particle production per participant pair for Au
+Au collisions compared to inelasticpsp̄d+p values for both
energies. The ratio of the measured yields at 200 and
19.6 GeV shows a clear geometry scaling over the central
40% inelastic cross section and averages toR200/19.6

=2.03±0.02sstatd±0.05ssystd. A large increase in yield from
hard processes, which contribute to multiplicity, is not appar-
ent in the data, even over an order of magnitude range of
collision energy.
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